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Abstract
Hippocampal interneurons (INs) play a fundamental role in regulating neural oscillations, modulating excitatory circuits, and shaping 
spatial representation. While historically overshadowed by excitatory pyramidal cells in spatial coding research, recent advances have 
demonstrated that inhibitory INs not only coordinate network dynamics but also contribute directly to spatial information process-
ing. This review aims to provide a novel integrative perspective on how distinct IN subtypes participate in spatial coding and how 
their dysfunction contributes to cognitive deficits in neurological disorders such as epilepsy, Alzheimer’s disease (AD), traumatic 
brain injury (TBI), and cerebral hypoxia–ischemia. We synthesize recent findings demonstrating that different IN classes—includ-
ing parvalbumin (PV)-, somatostatin (SST)-, cholecystokinin (CCK)-, and calretinin (CR)-expressing neurons—exhibit spatially 
selective activity, challenging traditional views of spatial representation, and influence memory consolidation through network-level 
interactions. By leveraging cutting-edge techniques such as in vivo calcium imaging and optogenetics, new evidence suggests that 
INs encode spatial information with a level of specificity previously attributed only to pyramidal cells. Furthermore, we investigate 
the impact of inhibitory circuit dysfunction in neurological disorders, examining how disruptions in interneuronal activity lead 
to impaired theta-gamma coupling, altered sharp wave ripples, and destabilized place cell representations, ultimately resulting in 
spatial memory deficits. This review advances the field by shifting the focus from pyramidal-centered models to a more nuanced 
understanding of the hippocampal network, emphasizing the active role of INs in spatial coding. By highlighting the translational 
potential of targeting inhibitory circuits for therapeutic interventions, we propose novel strategies for restoring hippocampal network 
function in neurological conditions. Readers will gain a comprehensive understanding of the emerging role of INs in spatial repre-
sentation and the critical implications of their dysfunction, paving the way for future research on interneuron-targeted treatments 
for cognitive disorders.
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Introduction

Over the past decades, numerous studies have investi-
gated the brain’s intricate mechanisms underlying mem-
ory acquisition, retention, and spatial navigation. The 
investigation of the role of the hippocampus significantly 
advanced our comprehension of these processes. Anatomi-
cally, the hippocampus comprises the hippocampal forma-
tion, encompassing the hippocampus proper, the dentate 
gyrus (DG), the entorhinal cortex, and the subiculum. 
These components are interconnected by excitatory projec-
tions, facilitating the transmission of information through 
multiple parallel pathways. Proper distinct subregions 
within the hippocampus house two primary types of neu-
rons: glutamatergic pyramidal cells and γ-aminobutyric 
acid (GABA)ergic inhibitory neurons, the interneurons 
(INs).

The intricate interplay between pyramidal cells and 
INs generates rhythmic oscillations, which are crucial for 
memory acquisition and spatial information processing. 
Within the hippocampus, these rhythms encompass theta 
(4–12 Hz), slow (25–55 Hz) and fast (60–100 Hz) gamma, 
and sharp wave ripples (SWRs; 110–200 Hz). Theta 
rhythms, predominant during exploration, play a key role 
in memory encoding and consolidation [1–3], while SWRs 
are associated with memory consolidation [4, 5]. Addition-
ally, theta rhythms are coupled with gamma oscillations, a 
phenomenon known as theta-gamma coupling, which has 
been suggested to enhance memory encoding and retrieval 
[6–9]. These oscillatory patterns are tightly regulated by 
the activity of distinct INs subtypes and the dynamic inter-
action between excitatory and inhibitory inputs [10–14]. 
Disruptions in INs activity can impair these oscillations, 
as observed in conditions such as traumatic brain injury 
(TBI) and Alzheimer’s disease (AD) [15–17].

Beyond their role in rhythmic oscillations, hippocam-
pal pyramidal cells also contribute to spatial representa-
tion. A specific subset of these neurons, known as place 
cells, exhibit selective firing patterns corresponding to 
specific spatial locations, effectively constructing a neu-
ral representation of the explored environment, referred 
to as a ‘place field’ [3, 18–20]. For a long time, research 
on spatial processing has primarily focused primarily on 
pyramidal cells. However, recent studies have highlighted 
the significant role of INs in spatial coding [21–23]. 
These findings emphasize the importance of the intri-
cate interneuronal network in modulating dynamic neural 
activity and their crucial role in cognition.

Building on this perspective, recent breakthroughs have 
advanced our understanding of the dynamic organization 
of hippocampal inhibitory circuits and their critical role in 
encoding spatial information. While pyramidal neurons in 

spatial coding have been extensively studied, the contribu-
tion of inhibitory INs remains poorly explored. Given that 
numerous neurological disorders affect the hippocampus 
and, consequently, cognitive functions, this review pro-
vides an integrative perspective on how inhibitory circuits 
shape spatial memory. We will focus on temporal lobe 
epilepsy (TLE), Alzheimer’s disease (AD), traumatic brain 
injury (TBI), and cerebral hypoxia–ischemia (HI) as the 
focal neurological disorders. This selection is based on 
their profound impact on hippocampal function, particu-
larly in spatial memory encoding. While hippocampal dys-
function is widely recognized in AD, growing evidence 
indicates that similar impairments occur in TLE, TBI, and 
HI, albeit through distinct mechanisms. A key unifying 
feature of these conditions is the disruption of inhibitory 
interneuron networks, which play a crucial role in orches-
trating hippocampal rhythmic activity and ensuring the 
precise encoding of spatial information.

Despite extensive research on the cognitive deficits associ-
ated with each of these disorders individually, there remains 
a significant gap in understanding the shared and distinct 
mechanisms through which interneuron dysfunction con-
tributes to spatial memory impairments across conditions. 
By comparing these disorders, we aim to identify common 
patterns of inhibitory circuit disruption, such as interneuron 
loss, hyperexcitability, and oscillatory desynchronization, and 
examine how these alterations manifest differently in each 
pathology. The inclusion of these four disorders allows for 
a comprehensive examination of both acute and chronic dis-
ruptions in hippocampal interneuron function, ranging from 
the progressive neurodegeneration of AD to the sudden yet 
enduring effects of TLE, TBI, and HI on inhibitory networks.

Hippocampal Interneurons

 The hippocampus is composed of three main regions, the 
CA1, CA3, and DG. The CA1 and CA3 have five layers, the 
stratum alveus (SA), stratum oriens (SO), stratum pyrami-
dales (SPY), stratum radiatum (SR) and stratum lacunosum-
moleculare (SLM), and DG have three layers, the molecu-
lar, granular cell and polymorphic layers. Hippocampal 
microcircuits comprise three major components: principal 
cells (PCs), a diverse group of INs which are responsible 
to control PCs activity and modulate the activity of other 
INs. Despite representing only about 10% of the hippocam-
pal neuronal population, INs play a crucial role in network 
dynamics by releasing GABA as their primary neurotrans-
mitter [18, 24–26]. Each IN subtype is distributed across 
one or more hippocampal layers. Their integration occurs 
during the late prenatal and early postnatal development, 
resulting in highly ordered and complex functional networks 
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[27–30]. Although INs constitute a small fraction of hip-
pocampal neurons, they display remarkable anatomical and 
functional diversity. They provide a critical source of inhibi-
tion, regulating neuronal signaling and neural oscillations, 
and maintaining the balance between excitation and inhibi-
tion (E/I), which is critical for optimizing neuronal infor-
mation processing [31–33]. INs are classified into distinct 
populations based on their neurochemical markers, such as 
calcium-binding proteins or neuropeptides expression.

The advances in genetic manipulation of transgenic 
animals or viral vectors, coupled with techniques such 
as optogenetics or pharmacological interventions (i.e., 
Designer Receptors Exclusively Activated by Designer 
Drugs, DREADDs), made it possible to elucidate the func-
tional role of these INs. Here, we discuss the main types of 
INs, according to their cell-specific expression of a molecu-
lar marker, that modulate the PCs in the hippocampus, such 
as the parvalbumin (PV), cholecystokinin (CCK), somato-
statin (SST), vasoactive intestinal peptide (VIP), neuropep-
tide Y (NPY), calretinin (CR) interneurons, and calbindin 
(CB) interneurons.

Among the diverse population of inhibitory INs, PV is 
expressed in various neuron morphological types, includ-
ing basket cells, axo-axonic cells, bistratified cells, and 
oriens-lacunosum-moleculare (O-LM) cells, with their 
predominantly perisomatic projections onto pyramidal neu-
rons [34]. PV cells have received significant attention due 
to their remarkably fast-spiking electrophysiological profile, 
a high-frequency firing rate, and their influence on cogni-
tive processes [35, 36]. The PV neurons can generate high-
frequency trains of action potential due to the expression and 
subcellular distribution of specific ion channels, including 
voltage-gated sodium channel (Nav1.1) and voltage-gated 
potassium channel 1 (Kv1) and 3 (Kv3) [35]. These voltage-
gated ion channels contribute to a rapid dynamic of high 
activation threshold, fast repolarization, short action poten-
tial duration, and rapid action potential propagation in the 
axon, resulting in the fast-spiking profile [35, 37, 38]. The 
high-frequency firing of action potentials is followed by 
extremely fast GABA release within a few milliseconds [39]. 
PV cells also express high levels of P/Q-type calcium chan-
nels that contribute to quick and precise GABA release from 
PV axon terminals [40]. This rapid GABA release makes PV 
INs critical for proper microcircuit temporal control [39]. 
Indeed, hippocampal INs expressing PV regulate the out-
put of pyramidal neuron ensembles by forming synapses 
on their soma and axon initial segments [41]. Their firing 
is closely phase-locked to theta and gamma rhythms, sug-
gesting a causal relationship between their activity and the 
establishment of these oscillations [10].

Given the importance of PV-INs in the precise temporal 
control of microcircuits, they have a tremendous functional 
impact on memory, learning, and spatial coding processes. 

For example, PV-INs in CA1 alter their firing patterns dur-
ing memory consolidation through enhancements in delta 
and theta oscillations [42]. Such GABAergic activity is 
essential for memory consolidation and instructive, as it 
promotes synaptic changes in specific neuronal subpopula-
tions. The rhythmic firing of PV INs drives and stabilizes 
coherent firing in neighboring CA1 pyramidal neurons, gen-
erating the appropriate pattern of synchronous neural activ-
ity capable of inducing Hebbian synaptic plasticity in the 
CA1 network. PV cells also participate in the occurrence 
of high-frequency electrophysiological patterns like sharp-
wave ripples (SWRs) [43], a specific hippocampal pattern 
activity associated with memory consolidation [5, 42, 44]. 
They are involved in coupling theta and gamma oscillations 
in CA1 [9] and may enhance phase-locking uniformity dur-
ing theta oscillations [13, 34]. Perturbation of PV cells leads 
to a decreased SWR power and disruption of phase-locking 
between multiunit activity from SPY and SWR [34, 45–47] 
and decoupling of theta-gamma oscillations, culminating in 
spatial memory deficits [9, 44, 46, 48–52]. PV neurons are 
also thought to regulate the spatial tuning of place cells and 
the maintenance of place fields [53, 54]. These functions 
highlight the multifaceted roles of PV-INs in contextual 
memory consolidation, underscoring their importance in 
several cognitive processes.

In addition to the PV cells, other types of GABAergic INs 
also densely innervate the cell soma and proximal dendrites 
of pyramidal cells, such as the CCK-INs, which are primar-
ily basket cells [55–64]. CCK-INs exhibit distinct electro-
physiological properties compared to PV-INs, displaying 
regular-spiking (RS) activity [63, 65]. This characteristic 
enables them to provide prolonged and robust rapid feedfor-
ward inhibition onto pyramidal cells through asynchronous 
GABA release [66–68]. CCK-INs are distinguished from 
other classes for their highly plastic synaptic connections 
that can be modulated by various neurotransmitters from 
ascending projection systems [69]. Some CCK-INs also 
express vasoactive intestinal peptide (VIP), high levels of 
cannabinoid receptor type 1 (CB1), and vesicular glutamate 
transporter type 3 (VGLUT3), all of which are linked to 
synaptic plasticity mechanisms underlying learning and 
memory [70–72] (for review, see [57]). The expression of 
several neuromodulatory receptors on CCK-INs indicates 
their involvement in behavioral state-dependent processing 
and spatial learning by facilitating hippocampal neuroplas-
ticity [73–75]. For instance, theta oscillations in the CA1 
region, induced by cholinergic activity, involve an inhibitory 
circuit primarily composed of CCK-INs [34].

CCK-INs co-release CCK and GABA, with CCK play-
ing a regulatory role in the activity of diverse INs [76]. In 
pyramidal cells, CCK activates CCK2 receptors, triggering 
endocannabinoid release that activates type 1 cannabinoid 
receptors (CB1Rs) on the presynaptic terminals of CCK-INs 



 Molecular Neurobiology

[77]. The CBR1 receptor is selectively expressed in these 
GABAergic cells, defining a specific mechanism for regulat-
ing neuronal excitation solely through the CCK-INs popula-
tion [76]. The reduction in GABA release in CCK cells facil-
itates long-term synaptic potentiation (LTP) at connections 
between CA3 and CA1, thereby promoting the establish-
ment of spatial memory traces [75]. Optogenetic inhibition 
of CCK-INs enhances pyramidal cell burst firing, disrupts 
theta phase precession, and alters the temporal coding of 
place cells in CA1, emphasizing their role in spatial rep-
resentation and organization of place cells activation [78]. 
Indeed, abnormal integration of CCK cells into the network 
during development leads to alterations in theta power oscil-
lations, disruption of spatial coding, and deficits in spatial 
learning in adult mice [79].

SST-INs are defined by their expression of the neuro-
peptide somatostatin and the somatostatin receptor. While 
PV cells primarily project onto the soma of pyramidal neu-
rons, SST cells are characterized by dendritic projections. 
Additionally, to the SST features, SST cells exhibit high 
levels of spontaneous activity due to their intrinsic mem-
brane conductance [80]. This inherent activity persists in 
the absence of synaptic input and is fine-tuned by synaptic 
activity and neuromodulatory factors. Morphologically, the 
SST includes bistratified cells that specifically innervate the 
dendritic zones of PCs that receive input from CA3 [81] and 
O-LM cells that modulate input from the entorhinal cortex 
[82]. In the hilar region of the DG, a separate population of 
SST cells has been proposed to participate in the feedback 
inhibition of granule cells [83].

SST-INs primarily receive input from pyramidal cells, 
providing feedback inhibition. This mechanism is crucial 
in locally regulating hippocampal neural networks [84, 85]. 
Additionally, these GABAergic neurons exert long-range 
inhibition, facilitating synchronization between hippocampal 
activity and other brain structures [86]. These dual functions 
have been observed to dynamically regulate the input–output 
transformation and firing patterns of pyramidal cells during 
exploratory activities [13]. The differences between SST 
cells in the hippocampus may have discrete effects on net-
work function. A recent study demonstrated that SST-INs in 
DG are necessary for natural contextual fear memory recall, 
while inhibiting CA1 SST cells during foot shocks prevents 
contextual fear memory recall [87, 88]. Indeed, the inhibi-
tion of CA1 SST cells during fear conditioning showed an 
essential role of SST in memory recall since the re-inhibi-
tion, with no other stimuli in a neutral context, recalled the 
fear memory. The differences between SST cells in the hip-
pocampus may have discrete effects on network function. A 
recent study demonstrated that SST-INs in DG are necessary 
for natural contextual fear memory recall, while inhibiting 
CA1 SST cells during foot shocks prevents contextual fear 
memory recall [87, 88]. Indeed, the inhibition of CA1 SST 

cells during fear conditioning showed an essential role of 
SST in memory recall since the re-inhibition, with no other 
stimuli in a neutral context, recalled the fear memory.

Most VIP cells in the hippocampus play an essential role 
in disinhibitory mechanisms, once they are IN-specific (IS), 
i.e. target other GABAergic INs instead of PCs. A small sub-
population of VIP, known as basket cells, which co-express 
CCK and VIP, targets PCs. VIP ISs have different locations 
in CA1 layers. While VIP IS-2 cells have soma in SLM, 
VIP IS-3 cells have soma located in SP and SR. There are 
also some VIP-expressing long-range projecting (VIP-LRP) 
cells in the hippocampus that synapse onto both PCs and INs 
in CA1 oriens-lacunosum-moleculare (OLM), and subicu-
lar area [3, 20]. VIP IS-3 cells increased their activity dur-
ing animal locomotion, including during specific theta-run 
phases. On the other hand, VIP-LRP cells decreased their 
activity under the same circumstances. However, both IS-3 
and VIP-LRP cells remain silent during SWRs [3, 20, 89]. 
VIP-INs, which become highly active during spatial explo-
ration in novel environments, support novelty encoding and 
recognition memory [90].

NPY is coexpressed with neuronal nitric oxide synthase 
(nNOS) in GABAergic INs known as Ivy cells. Their somata 
are located within the pyramidal cell layer, with highly arbo-
rized axons extending into both the SO and SR, primar-
ily forming connections with CA1 pyramidal cells [3, 20]. 
A recent study found that Ivy cells are more numerous in 
the CA1 pyramidal layer compared to any subtype of PV-
INs. Unlike PV cells, Ivy cells exhibit a slow-spiking firing 
pattern, which may play a role in regulating network states 
[91]. LRP cells that project extra-hippocampally to retro-
hippocampal areas and the medial septum may also express 
NPY and other molecules, such as CB and SOM [3].

The two primary types of CR-INs in the hippocampus are 
1) spine-free CR neurons, which establish dendro-dendritic 
and axo-dendritic connections with each other, forming 
interconnected clusters, and 2) CR neurons with axons fea-
turing spaced boutons. While CR-IN boutons have a pref-
erence for other INs, a considerable proportion also target 
pyramidal cells [92]. Gulyás et al. demonstrated that CR 
cells exhibit high target selectivity, predominantly innervat-
ing other GABAergic neurons through multiple synapses. 
These GABAergic targets include CB-INs, VIP-INs, CCK-
INs, and CR-INs, which project to the SO layer [93]. Once 
CR-INs can effectively synchronize dendritic inhibitory 
interneurons, they have a key function in the hippocampal 
network [94].

CB-INs usually contact pyramidal cell dendrites and 
could be distinguished two different types of them: 1) 
type I, multipolar or bitufted cells, which are most numer-
ous in SR,SPY and SO of the CA3 and CA1 regions; and 
2) type II cells, with large cell bodies and long dendrites, 
which are exclusively found in the SO of the CA1 and CA3 
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regions [95]. Interestingly, transgenic mice deficient in cal-
bindin D28 K, a calcium-binding protein abundant in these 
interneurons and pyramidal cells, exhibited selective impair-
ments in spatial learning tasks and failed to maintain long-
term potentiation [96].

As discussed, a diversity of INs directly modulates the 
pyramidal cell activity and the activity of other INs in the 
hippocampus. The specific manipulation of each type of 
interneuron impacts cognitive processes such as memory, 
acquisition, consolidation, recall, or spatial navigation. 
After elucidating the role of each type of INs specifically in 
memory formation and spatial coding, in the next session, 
we will bring studies that have highlighted the dynamics of 
INs activity in spatial information coding [52, 97–99].

Interneurons in Spatial Coding

Pyramidal cells constitute the majority of excitatory neurons 
in the hippocampus. As mentioned before, some of these 
neurons, the place cells, exhibit increased firing rates when 
the animal is at a specific location within the environment. 
Based on this landmark finding, extensive experimental 
research has investigated excitatory neurons and spatially 
specific activity patterns [100–106]. Indeed, several studies 
have examined how environmental changes, such as length-
ening or shortening a rectangular enclosure, rotating proxi-
mal and distal cues, exploring three-dimensional spaces, 
and aversive experiences affect place cell pattern activity 
[107–111]. The place fields of pyramidal cells arise from 
a complex interaction between the spatial arrangement of 
environmental cues and self-motion information.

The activity of place cells is regulated by networks of 
INs, which orchestrate the timing and coordination of neu-
ral ensembles for processing the spatiotemporal information 
conveyed by the pyramidal cells [13]. Also, several stud-
ies demonstrated a dynamic interaction between pyramidal 
cells and INs, the spatially discrete output of place cells, and 
even the participation of INs in spatial coding [23, 112–114]. 
However, for a long time, much of the research has focused 
primarily on the pyramidal neurons and their activation pat-
terns in memory formation and spatial orientation while the 
INs had a secondary role in this cognitive process. Recent 
works have shifted this focus to the importance of inhibitory 
neurons, significantly enriching our understanding, showing 
through in vivo calcium imaging recordings by miniscope, 
and transgenic mice, track with more precision, the INs 
activity during the spatial coding across days [21–23].

Hangya et al. [113] elucidated the dynamic interaction 
between INs and place cells using in vivo electrophysiologi-
cal recordings [113]. The authors showed complementary 
spatial firing, i.e., a negative spatial correlation between 
pairs of interneurons-pyramidal cells. In the region where 

a place cell is firing, the paired interneuron does not, and 
vice-versa, in both monosynaptic and non-monosynap-
tic connections. This interaction is much more likely for 
interneuron-pyramidal cells that are prospective neighbors 
than distant neurons coupling based on the short-latency 
peaks in cross-correlogram plots [115]. Indeed, a single 
interneuron can have at least two negatively correlated 
place cells [113]. Recent studies have supported these prior 
findings that evaluated the pyramidal-interneuron connec-
tion. Geiller et al. [116] used a method to label and record 
the activity of a single pyramidal cell and its presynaptic 
INs connected by direct synapses in the hippocampus of 
mice [116]. For these experiments, animals were allowed 
to run on a belt decorated with different tactile cues. This 
investigation demonstrated the formation and maintenance 
of the place field of this unique early pyramidal cell and the 
dynamic interaction of INs.

During the spontaneous formation of a place field of 
labeled pyramidal cells, the presynaptic INs demonstrated 
no alteration in their activity, suggesting a lack of signifi-
cant contribution of INs in this process. However, when 
the pyramidal cell presented an established place field, the 
presynaptic INs exhibited inverse spatial selectivity [116] 
(Fig. 1A). These findings counter the idea that spatial modu-
lation of interneuron firing was merely a reflection of input 
received by pyramidal cells.

Following the hypothesis that INs have a minimal role in 
spatial modulation, Grienberger et al. [117] showed that the 
spatial modulation of place cells requires a uniform inhibi-
tory firing pattern across the environmental exploration, 
suppressing out-of-field heterogeneously tuned excitation 
[117]. This uniform inhibition would enhance the temporal 
coding in place cells. This work suggests that little spatially 
specific inhibitory input is required, while the central role 
in the spatial modulation of place cells arises from specific 
excitatory inputs [117–119]. Nevertheless, recent findings 
have demonstrated a more complex role of interneurons-
place cell interaction in the hippocampal spatial network 
[112–114].

The hippocampal interneuron electrophysiological firing 
pattern can be characterized by a well-defined region where 
these cells fire, with areas of high firing rate (“ON” fields) 
and specific locations with decreased firing rate (“OFF” 
fields) [98–100]. Interestingly, the ‘ON’ and “OFF” fields 
carry similar spatial information as place cells, such as spa-
tial selectivity and theta-phase precession, suggesting that 
INs can also code spatial information [112–114]. While the 
“OFF” fields could reflect decrease in inhibitory input into 
a PC that can facilitate suprathreshold excitation, contrib-
uting to the discharge rate of the PC at any position; the 
“ON” fields of INs could reflect excitatory input from one 
or more PCs, decreasing the probability of spiking in their 
principal neuron targets [114, 120]. Curiously, some pairs of 
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INs-PCs that present negative spatial correlation were often 
accompanied by complementary place maps, suggesting a 
bidirectional interplay between these cells (Fig. 1C, bottom) 
[113]. Nevertheless, even if many hippocampal interneurons 
are capable of encoding space, it is necessary to consider 
and characterize the contribution of different interneuron 
subtypes to this property [114].

A recent study by Schuette et al. [23] investigated the 
role of GABAergic neurons in different contextual changes 

in spatial information coding by using in vivo calcium 
imaging and miniaturized microscopes. The experimental 
design consisted of expressing a genetically encoded  Ca2+ 
indicator in CA1 hippocampal INs using a Vgat-cre mouse 
line. The mice were exposed to various spatial contexts 
during multiple days, allowing the recording and char-
acterization of the interneurons'activity across sessions. 
The identified Vgat place cells in the dorsal hippocampus 
exhibited less remapping induced by contextual changes 

Fig. 1  Interneurons in spatial coding. A) Scheme showing that dur-
ing spontaneous place field formation, pyramidal cells (PYR) display 
an established place field, while the presynaptic INs exhibit inverse 
spatial selectivity. B) In vivo calcium-imaging experiments consider-
ing contextual changes in the environment (180º linear track rotation), 
showed that INs (Vgat cells) exhibited a smaller place field size and 
higher mutual information in comparison to place cells (CaMK2a 
cells). C) Top: scheme showing a pyramidal neuron receiving differ-
ent inputs from INs: dendritic inputs from SST-INs, somatic inputs 
from CCK-INs and basket PV-INs, axonic inputs from axo-axonic-

INs (AACs). The Optogenetic suppression of AAC cells disinhibits 
pyramidal cells and induces the formation of new place fields that are 
maintained (blue cell). Reduced dendritic inhibition of SST-INs into 
place cells decreases their stability across sessions (green cell), while 
reduced somatic inhibition of PV-INs into place cells maintains the 
stability (lilac cell). Reduced somatic inhibition of CCK-INs in place 
cells decreases their stability across sessions (pink cell). Bottom: 
scheme showing that some connected pairs of place cells (PYR) have 
a complementary spatial firing to INs, i.e., in the region where a place 
cell is firing, the interneuron does not
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in the same session but paradoxically presented increased 
remapping and cell turnover across days. On average, INs 
had smaller place fields and higher mutual information 
between neural activity and mouse location than pyramidal 
cells. Contrary to electrophysiological data, “OFF” fields 
were not observed, likely because a spatially localized 
decrease in neural activity is challenging to detect using 
calcium imaging, which has a lower temporal resolution 
than electrophysiology (Fig. 1B). The INs also exhib-
ited less remapping induced by contextual changes in the 
same session divided into two halves but paradoxically 
presented increased remapping and cell turnover across 
days [23].

We discussed the participation of pre- and post- synaptic 
INs in the place field formation and INs per se as a type of 
neuron that can code spatial information. However, the role 
of INs in spatial coding can be much more complex since 
there are various interneuron types. In this way, some studies 
have investigated the contribution of specific INs. A study 
has investigated the CA1 interneuron dynamics in behaving 
mice through two-photon calcium imaging in three dimen-
sions [22]. In this work, the researchers identified and char-
acterized six types of INs: the PV basket cells, SST cells, 
bistratified cells, axo-axonic chandelier (AAC) cells, CCK 
cells and ivy/neurogliaform cells.

Geiller et al. [22] found that, although all interneuron 
subtypes present spatial selectivity, the bistratified cells had 
a higher probability of staying spatially modulated on differ-
ent sessions (Fig. 1C). Additionally, the PV basket cells that 
present spatial selectivity were more stable across sessions 
than SST cells [22]. While reduced PV perisomatic inhibi-
tion onto pyramidal neurons maintains the stability of place 
cell representations over time, reduced dendritic SST inhi-
bition onto pyramidal neurons disrupts the stability [121] 
(Fig. 1C, top). In another study, Dudok et al. [21] created a 
genetic mouse line to target and manipulate specifically axo-
axonic chandelier cells [21]. The AAC cells are fast-spiking 
INs that express PV, which innervate the axon initial seg-
ment exclusively of pyramidal cells [122–124]. The location 
of the AAC cells'synapses allows them to regulate action 
potential output and synchronize pyramidal cell assemblies 
[41, 125]. Dudok et al. found that AAC cells, which inhibit 
the firing activity of pyramidal cells in awake mice, were 
synchronously activated during specific behaviors, such as 
locomotion or whisking during rest periods. However, dur-
ing the SWRs generation in immobility, the ACC cells are 
not recruited. Additionally, suppressing AAC cells leads to 
disinhibiting pyramidal cells and, consequently, the induc-
tion of new place fields [21] (Fig. 1C, top), showing the 
role of AAC interneurons in suppressing PC activity outside 
their place fields (OFF fields) during exploration, and the 
importance of this type of interneurons during the remap-
ping of place fields. These results highlight the findings that 

different interneurons fire more “ON fields” or “OFF fields,” 
which can be related to the features of those cells.

Mesial Temporal Lobe Epilepsy

Epilepsy is one of the most prevalent neurological disorders 
that affect approximately 50 million individuals globally 
[126]. This condition is primarily marked by recurrent epi-
leptic seizures stemming from abnormal, excessive, or syn-
chronous neuronal activity [127]. This spectrum of disorders 
arises from diverse etiologies, leading to aberrant electrical 
brain activity. Epileptic seizures often initiate in specific 
brain circuits, particularly within cortical, hippocampal and 
parahippocampal regions [128], such as the mesial tempo-
ral lobe epilepsy (MTLE), which involves the hippocampal 
formation and is the most frequent form of chronic focal 
epilepsy [129].

Epileptic activity, including seizures, emerges from 
abnormal neuronal activity leading to a hyperactivity and 
hyper synchronization state [130–133]. These conditions 
result from substantial alterations in the neuronal network, 
potentially causing excitatory/inhibitory imbalances [134] 
and changing information-encoding mechanisms [135]. In 
the MTLE, these modifications arise from myriad processes, 
including high-interconnected glutamatergic cells [130, 136] 
and changes in GABAergic neuronal mechanisms (Fig. 2A). 
Additionally, in the hippocampus, alterations have been 
identified in the expression of  GABAA receptors subunits 
[137], a loss of GABAergic INs [83], and increased intracel-
lular chloride [Cl⁻]i concentration due to changes in expres-
sion of the  Na+-dependent  K+-Cl− cotransporter (NKCC1) 
and  K+-Cl− cotransporter (KCC2), which may affect the 
neuronal excitability [138].

Recordings from hippocampal slices have helped eluci-
date the role of chloride cotransporters in neuronal func-
tion. KCC2 and NKCC1 are essential for maintaining proper 
neuronal inhibition by controlling Cl⁻ homeostasis, medi-
ating potassium and sodium concentration, respectively, 
and, together with Cl- influx through Cl- leak and GABAA 
receptors, are related to  Cl− accumulation [139, 140]. Its 
dysfunction can lead to pathological neuronal excitability, 
contributing to various neurological disorders. Impairment 
of KCC2 expression leads to high [Cl⁻]i levels. Under these 
conditions,  GABAA receptor activation can lead to Cl⁻ efflux 
instead of influx, causing depolarization (excitation) rather 
than inhibition, as observed in epilepsy [139, 141]. As a 
result, the GABAergic transmission is affected during ictal 
epileptiform activity in rat hippocampus [142].

A biophysical computational model replicates the pattern 
of focal seizures and reveals the mechanism of seizure initia-
tion driven by intense interneuronal spiking. Sustained IN 
firing gradually increases [Cl⁻]i and extracellular potassium 
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([K⁺]o) in PYR cells, shifting in K + reversal potential and 
leading to increased depolarization. The accumulation of 
[Cl⁻]i weakens inhibitory currents, further promoting sus-
tained firing in PYR as observed in epileptic seizures. The 
model highlights [K +]o, [Na +]i, and [Cl⁻]i as critical fac-
tors in seizure dynamics [143]. Experimental studies in hip-
pocampal slices have shown depolarizing inhibitory postsyn-
aptic potentials (IPSPs) and altered expression of chloride 
transporters, particularly NKCC1 and KCC2 [144–146]. 
During epileptogenesis, the upregulation of NKCC1 and the 

downregulation of KCC2 lead to increased  [Cl−]i, which not 
only reduces GABAergic inhibition but can even revert it, 
promoting excitation [147]. In general, chloride dysregula-
tion alters the ionic gradient, resulting in decreased GABAe-
rgic postsynaptic potentials. Both static and dynamic Cl- 
imbalances can elevate intracellular Cl- levels, ultimately 
promoting epileptiform activity [148]. Given the central role 
of Cl- regulation in seizure dynamics, drugs targeting KCC2 
and NKCC1 have shown seizure attenuation [149], offer-
ing a potential strategy to enhance epilepsy treatment by 

Fig. 2  The role of inhibitory neurons in Mesial Temporal Lobe 
Epilepsy (MTLE). A) In MTLE, changes in information-decoding 
emerge from excitatory/inhibitory imbalance, which is linked to 
highly interconnected glutamatergic cells and altered GABAer-
gic neuronal mechanisms. During epileptogenesis, a high chloride 
ion concentration is associated with increased NKCC1 activity and 
decreased KCC2 activity, resulting in depolarization of the GABAe-
rgic postsynaptic potential. B) In pilocarpine-treated epileptic mice, 
desynchronized interneuron firing in CA1 and DG (on the left) is 

related to unstable place cell firing and remapping in the pyramidal 
layer of the hippocampus, reducing both place cell stability and preci-
sion, represented by a heatmap of the place field across days (on the 
right). C) Top: schematic representation of a TLE Kainic Acid (KA) 
mouse model, showing theta-gamma rhythmopathy in epileptic rats, 
linked to altered PV-IN excitability. Bottom: optogenetic activation of 
PV-INs in the dHPC improved spatial memory performance in a KA 
model
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restoring chloride homeostasis and strengthening inhibitory 
neurotransmission [150, 151] (Fig. 2B).

Beyond its role in seizure dynamics, inhibitory transmis-
sion dysfunction in MTLE also impacts spatial navigation 
and memory. Notably, status epilepticus (SE) induced during 
early life of rat development is sufficient to alter place cell 
activity in adulthood. Rats subjected to SE in their develop-
mental stages exhibit place fields that are less precise and 
stable, which correlates with poor performance in the spa-
tial memory tasks [147]. The dynamic encoding of spatial 
information relies on the interplay between CA1 pyramidal 
neurons and INs, particularly the fast-spiking interneuron, 
which enables the codification of spatial and temporal infor-
mation during exploratory behavior [152]. Precise intrahip-
pocampal communication is essential for spatial processing, 
yet interneuron loss and circuit reorganization during epi-
leptogenesis may disrupt this synchrony. To test the hypoth-
esis, Shuman et al. conducted in vivo electrophysiological 
recordings from the CA1 and DG regions of pilocarpine-
treated epileptic mice during a virtual navigation task. Their 
findings revealed desynchronized interneuron firing between 
CA1 and DG during spatial tasks. Additionally, miniscope 
recordings from the CA1 showed that the place cells were 
highly unstable and exhibited remapping over a week before 
the onset of seizures. A computational model further con-
firmed that desynchronized inhibitory inputs from DG had 
a more significant impact on place cell instability than the 
loss of CA1 interneurons [153].

Another key mechanism underlying spatial memory defi-
cits in MTLE involves impairments in theta-gamma coupling, 
particularly in the CA1 region. These oscillatory disrup-
tions have been well-documented in temporal lobe epilepsy 
(TLE). To investigate the role of theta-gamma coupling in the 
absence of epileptiform activity, Lopez-Pigozzi et al. studied 
epilepsy in rats and found attenuated theta and gamma oscil-
lations, along with a rhythmopathy involving theta-gamma 
coupling at lower frequency bands in the SLM of CA1. Inter-
estingly, altered rhythmicity of PV-IN basket cells, likely due 
to changes in their excitability, is thought to contribute to 
these deficits [154]. Similar alterations are also observed in 
AD models [155]. Accordingly, optogenetic intervention was 
proposed to address the spatial memory deficits observed in 
the kainic acid mouse model of chronic TLE. By express-
ing channelrhodopsin in PV-INs, researchers implemented 
a closed-loop optogenetic activation targeting these specific 
INs. Mice that received this intervention performed signifi-
cantly better in a subsequent object location memory task 
compared to their initial performance [156].

OLM SST-INs innervate approximately 92% of pyrami-
dal cell dendrites and play a crucial role in feedback inhi-
bition—a mechanism in which an inhibitory interneuron 
receives input from excitatory neurons and subsequently 

inhibits those same neurons. Drexel et al. investigated the 
role of these cells in the development of recurrent seizures 
by selectively silencing GABA release from subicular 
and ventral hippocampal SST-INs [157]. The silencing of 
SST-INs led to the emergence of pre- or interictal spikes 
and recurrent spontaneous seizures. Previously, the same 
group observed that the selective silencing of PV-INs in 
the subiculum, the major output region of the hippocam-
pus, was also associated with the development of recurrent 
spontaneous limbic seizures in mice [158]. These findings 
suggest that both perisomatic inhibition by PV-INs and 
dendritic inhibition by SST-INs play a potential role in the 
development of TLE.

Since perisomatic inhibition from basket cells is a key 
mechanism for regulating pyramidal cell firing, another 
study focused on investigating potential alterations in 
the major subclasses of CA1 basket cells, which express 
either CCK or PV, in the pilocarpine model of TLE [159]. 
Despite the preservation of GABAergic boutons in the 
pyramidal cell layer of CA1 in this model, PV-expressing 
basket cells exhibited resilience to the insults, whereas 
CCK-expressing basket cells showed a significant reduc-
tion, especially hours after status epilepticus. This finding 
suggests that subtype-specific loss is sufficient to disrupt 
the circuit. According to the authors, this phenomenon 
may be explained by a compensatory mechanism in which 
the unavailability of the lost CCK cells enhances inhibition 
from PV cells [159].

The vulnerability of calretinin-positive (CR) hippocam-
pal INs in TLE has also been highlighted, given their role 
in synchronizing specific interneuronal populations. Tóth 
and Maglóczky reported a decreased density of CR-INs 
in the sclerotic hippocampus, as well as an asynchronous 
and less effective dendritic inhibition in pyramidal cells 
[94]. Confirming this vulnerability, in the human epileptic 
hippocampus, further alterations in CR-IN distribution, 
density, and synaptic target selectivity have also been 
observed, with reductions in CR-INs correlating with mas-
sive PC loss [160].

Despite ongoing efforts to understand the role of INs 
in spatial memory encoding within epileptic hippocampal 
networks, this remains an evolving field of research. Nev-
ertheless, the upcoming methodological tools enable the 
investigation of different aspects of the hippocampal INs 
in epilepsy. The development of novel transgenic animal 
models now allows the real-time tracking of specific IN 
populations across various experimental conditions. This 
advancement enables a more precise characterization of 
dysfunctions associated with epilepsy, linking specific cel-
lular alterations to distinct disease states. Ultimately, these 
insights may drive the development of targeted therapeutic 
interventions (for a review see [161]).
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Alzheimer’s Disease

AD is a progressive neurodegenerative disorder and a lead-
ing cause of cognitive impairment and dementia worldwide, 
currently affecting approximately 50 million individuals. 
Projections suggest that global dementia prevalence will 
triple by 2050 [162]. The neuropathological hallmarks of 
AD include extracellular amyloid-β (Aβ) deposition within 
plaques and intracellular neurofibrillary tangles (NFTs) com-
posed of hyperphosphorylated tau (p-Tau), which culminate 

in synaptic loss, dendritic atrophy, and widespread neuronal 
degeneration [163–165] (Fig. 3A).

Approximately 5% of AD cases manifest early-onset 
familial AD, whereas the vast majority are classified as late-
onset sporadic AD. Despite extensive research, the precise 
cascade of pathophysiological events leading to late-onset 
AD remains incompletely understood [166–168]. Conse-
quently, the failure of clinical trials targeting AD pathology 
has become commonplace, highlighting significant chal-
lenges in therapeutic development.

Fig. 3  The role of inhibitory interneurons in Alzheimer’s dis-
ease (AD). A) AD pathogenesis is characterized by dysfunctional 
amyloid-β (Aβ) and tau protein deposition in different brain regions, 
besides microgliosis and astrogliosis processes. The consequences to 
the nervous system comprise mainly synaptic loss, dendritic atrophy, 
and neuronal degeneration. B) Left: significant reduction in different 

GABAergic interneuron populations is observed in the hippocampal 
formation. Right: excitatory neurons surrounding Aβ plaques are 
hyperactive due to an impaired synaptic inhibition promoted by an 
extensive interneuron loss. C) The depletion of hippocampal-septal 
SOM-INs and CB-INs in a rat amyloid model impaired memory rec-
ognition, coinciding with a reduced theta power
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The aggregation of Aβ into various forms, including 
monomers, oligomers, fibrils, and plaques, has been a cen-
tral focus of AD research [169, 170]. The Aβ hypothesis 
posits that Aβ accumulation triggers a pathological sequence 
by impairing synapses, leading to the formation of NFTs, 
and ultimately resulting in neuron loss [171]. However, 
substantial evidence challenges this hypothesis, including 
the presence of significant amyloid plaques in the brains 
of asymptomatic individuals and cognitively normal indi-
viduals, which has fueled critical debate and raised concerns 
even among supporters [172, 173]. Further challenges to the 
amyloid hypothesis arise from observations of tau positiv-
ity independent of amyloid deposition [174], discrepancies 
in the spatial distribution of tau and amyloid pathologies 
[175], and the limited clinical efficacy of amyloid-targeting 
therapeutics in improving cognitive outcomes [176, 177]. 
Moreover, the safety profiles of anti-amyloid therapies have 
raised concerns, with a notable proportion of treated indi-
viduals experiencing adverse events such as inflammation 
and/or cerebral microhemorrhages [178, 179]. Nonetheless, 
there remains substantial evidence supporting the hypoth-
esis, including the neuropathological similarities between 
the autosomal dominant form of AD—driven by mutations 
in genes involved in β-amyloid accumulation—and the spo-
radic form [180], as well as the temporal progression of the 
disease, suggests that widespread neocortical tau pathol-
ogy emerges only after significant β-amyloid deposition 
[181]. Furthermore, the advent of novel anti-amyloid thera-
pies, combined with the growing emphasis on testing these 
interventions in earlier stages of AD, holds the potential to 
reignite hope in the pursuit of effective disease-modifying 
treatments.

Dysfunctions in cholinergic and glutamatergic neuro-
transmission have been extensively documented in AD, 
contributing to widespread network alterations [182, 183]. 
Notably, GABAergic terminals appear more resilient to Aβ 
pathology than glutamatergic and cholinergic terminals, 
suggesting their involvement only in the later stages of the 
disease progression [184–186]. Considering these findings, 
scientific investigations have predominantly focused on elu-
cidating the impact of Aβ on excitatory neurons or excitatory 
synaptic transmission. Pharmacotherapeutic strategies for 
cognitive improvement in AD patients, such as acetylcho-
linesterase inhibitors and NMDA receptor antagonists (e.g., 
memantine), provide only transient symptomatic relief and 
do not halt disease progression, emphasizing the need for 
alternative approaches (reviewed by [187, 188]).

One of the hallmark cognitive deficits in AD is impaired 
spatial memory. Studies in AD mouse models, which reca-
pitulate some pathogenesis features of the disease, such as 
dysfunctional amyloid-β and tau protein deposition, aspects 
of disease pathology such as Aβ and tau deposition, have 
consistently demonstrated disruptions in hippocampal place 

cell firing and entorhinal grid cell dysfunction, correlating 
with severe impairments in spatial navigation [189–195]. 
Using APP mice overexpressing amyloid precursor protein, 
Jun et al. [193] observed that place and grid cell remap-
ping in response to environmental changes was significantly 
impaired in APP mice, alongside disrupted fast-gamma cou-
pling between the medial entorhinal cortex and CA1 hip-
pocampus. Similarly, Broussard et al. [190] reported reduced 
spatial information content and stability of place cells across 
days in aged TgF3344-AD rats that exhibited hippocampal 
amyloid-β deposition [190]. Accordingly, unstable place cell 
representation was observed in 3xTg mice, such as a small 
proportion of place cells phase-locked to theta and gamma 
rhythms [194]. Additionally, Ridler et al. [195] demonstrated 
that tau pathology severely disrupted grid cell firing and 
local field potential oscillations, resulting in impairments in 
path integration in a mouse model of tauopathy. In aged EC 
mice, the development of mature tangles was also associated 
with unstable grid fields and reduced firing rates [195].

On the other hand, different interneuron populations are 
also being studied for their roles in AD dysfunctions and 
spatial memory impairments. A recent study identified a spe-
cific type of interneuron, known as I-S3 (type-3 interneuron-
specific cells), which co-expresses VIP and CR, has been 
associated with early dysfunctions in CA1 hippocampal 
circuits. Rather than directly regulating the activity of 
PCs, these INs are specialized in modulating the activity of 
SOM-INs and PV-INs in the CA1 region, thereby influenc-
ing incoming signals, learning, and memory formation. In 
3xTg-AD mice, modulate SOM-INs and PV-INs [196].

The GABAergic system plays a pivotal role in orchestrat-
ing precise temporal control over neuronal activity, oper-
ating at both the cellular and population levels within the 
brain. Given the critical importance of timing in receptor 
activation, meticulous regulation of extracellular GABA 
levels is crucial [197]. Neurons acting as “rhythm genera-
tors” are essential for generating intrinsic oscillations in the 
brain, with rhythmically discharging inhibitory neurons par-
ticularly adept at imposing periodicity on their target cells 
[198, 199]. These GABAergic “waves” enforce alternating 
periods of heightened and diminished excitability on neu-
ronal ensembles oscillating at congruent frequencies [200, 
201]. Conversely, dysrhythmias are associated with cogni-
tive impairments [201, 202]. Disruptions in glutamatergic 
and cholinergic excitatory signaling, resulting in inadequate 
inhibitory control, may contribute to the excitatory-inhibi-
tory imbalance observed in patients with AD, potentially 
exacerbating the disease pathology or even acting as one of 
the causes of the disease [189, 203].

Given that disruptions in sharp-wave ripples (SWRs), 
a hippocampal oscillation event associated with memory 
consolidation, which is commonly observed in mouse mod-
els of AD, Caccavano et al. conducted a study using the 
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5xFAD familial AD mouse model. They crossed this model 
with various mouse lines that label excitatory pyramidal 
cells and inhibitory PV-INs to investigate how a selective 
reduction in PV IN activity contributes to hyperactivity and 
SWR disruptions in the CA1 region. Notably, they observed 
a reduced spike rate in PV basket cells during SWR events, 
with no significant changes in other PV subtypes, such as 
bistratified and axo-axonic cells. Consistent with this, PCs 
exhibited an increased excitatory/inhibitory (E/I) ratio and 
participated in larger ensembles during sharp-wave ripples 
(SPWs), suggesting a disinhibitory mechanism affecting 
these cells. Therefore, specifically PV basket cells may be 
involved in memory consolidation impairments associated 
with AD [155].

Biochemical analyses of brains obtained from elderly 
individuals or AD patients consistently suggest that the 
GABAergic system indeed exhibits a relatively low vulner-
ability [155, 204, 205]. However, abnormalities in GABA 
levels and loss of function of the GABAA receptor have 
been detected in AD-affected brains [206, 207], suggest-
ing a potential disruption in the delicate balance between 
excitation and inhibition within local neuronal circuits [208, 
209]. Dysfunction in AD extends to long-range inhibitory 
microcircuits linking the hippocampus with various brain 
structures, including the amygdaloid complex, entorhinal 
cortex, and medial septum [87, 210, 211]. In the APP/PS1 
model, both firing patterns and spike morphology exhibit 
abnormalities in the sensory cortex [212]. Moreover, clusters 
of hyperactive neurons have been discovered near amyloid 
plaques, suggesting a potential decrease in synaptic inhibi-
tion [213]. Notably, in the cortex of 8-month-old mice of the 
APP23xPS45 model, Aβ plaques are surrounded by clusters 
of hyperactive neurons exhibiting impaired synaptic inhibi-
tion [213] (Fig. 3B). Consequently, there is growing interest 
in understanding the role of GABA-secreting inhibitory neu-
rons and their dysfunction in AD pathology—and possibly, 
its pathogenesis (e.g., [189, 203]).

In the brains of AD patients, there is a substantial loss 
of PV-INs, which represent the largest class of GABAer-
gic inhibitory neurons in the central nervous system, from 
both the CA1 (58%) and the DG (60%) regions [214]. 
Correspondingly, investigations utilizing animal models 
of AD consistently reveal impaired survival and function 
of GABAergic INs in brain regions primarily affected by 
Aβ and tau pathology, including the hippocampus and 
entorhinal cortex (Fig. 3B). This impairment coincides 
with increased Aβ levels and abnormal tau phosphorylation 
[215–218]. Interestingly, the population of GABA inhibi-
tory INs significantly diminishes as cognitive deficits pro-
gress due to Aβ and hyperphosphorylated tau accumulation, 
accompanied by decreased neural activity, ultimately leading 
to a cascade of downstream symptoms associated with AD 
[219, 220]. In AD models, the loss of specific interneuron 

subtypes occurs sequentially, with CR-INs being the first to 
decline in the hippocampus, followed by a decrease in the 
SST-IN population in the subiculum [221, 222](Fig. 3B). 
Subsequently, SST/NPY-INs are lost within the entorhinal 
cortex of 6-month-old animals [218, 223]. In APPSL/PS1 
ho knock-in mice, approximately 43% of PV-positive cells 
in CA1 and nearly 50% of CR-INs in the DG are lost by 
ten months of age [224] (Fig. 3B). Furthermore, a signifi-
cant loss of CB/SST-INs has been observed following Aβ 
injection in a nontransgenic AD model [225]; somatostatin-
positive interneurons are exceptionally vulnerable to excita-
tory/inhibitory imbalance in AD, which could be implicated 
in place cell instability and disrupted spatial coding (for 
reviews, [189]).

The depletion of a significant population of hippocampal-
septal neurons appears to induce a state wherein the suste-
nance of theta oscillations is compromised, consequently 
impacting cognitive performance [225, 226]. In a rat amy-
loid model, decreases in theta power coincided with declines 
in recognition memory [226] (Fig. 3C). Theta oscillations, 
ranging from 6 to 10 Hz, have been intricately associated 
with exploratory behaviors such as spatial–temporal mental 
navigation, various forms of attention, and episodic memory 
[227]. Dysfunction in GABAergic INs may contribute to 
these network alterations by impairing adult neurogenesis 
in the DG, as evidenced in apolipoprotein E4 knock-in mice 
[216]. Moreover, when Aβ oligomers are applied to hip-
pocampal cell cultures, they disrupt the spontaneous activity 
of neurons by depressing vesicular release at GABAergic 
and glutamatergic synapses, thereby reducing the likelihood 
of vesicle exocytosis from presynaptic terminals [228].

Alterations in GABA transporter expression have been 
detected in the brain of patients with AD, revealing notable 
reductions in GAT1 density within regions including the 
entorhinal cortex and superior temporal gyrus, alongside 
astrocytes located in these brain regions. These findings 
underscore the complex interplay of GABAergic neuro-
transmission in AD pathophysiology, potentially impacting 
neurotransmitter dynamics crucial for brain function [229]. 
Evidence suggests a relationship between the formation of 
neurofibrillary tangles (NFTs) and GABAergic dysfunction 
in AD, with NFT proliferation linked to alterations in the 
distribution of GABAAR subunits within the hippocampus 
of AD patients [230, 231]. Moreover, both human amy-
loid precursor protein (hAPP) mice, characterized by high 
amyloid-beta (Aβ) burden, and individuals with AD patients 
exhibit reduced expression of Nav1.1, an essential sodium 
channel primarily found on PV-INs, thereby affecting the 
synaptic activity of these cells [232].

These findings have sparked the consideration that aug-
menting the population of GABA inhibitory INs could rep-
resent a potential therapeutic avenue in AD. Indeed, stud-
ies have shown promising results, wherein transplanting 
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precursor neurons specializing in GABA into the hippocam-
pus improved the learning and memory capabilities of mice 
overexpressing Aβ [233]. Verret et al. [232] demonstrated 
that restoring Nav1.1 levels in hAPP transgenic mice via 
Nav1.1-BAC expression enhanced inhibitory synaptic activ-
ity, gamma oscillations, and mitigated hypersynchrony, 
memory deficits, and premature mortality. It was concluded 
that decreased Nav1.1 levels and PV-positive cell dysfunc-
tion significantly disrupt oscillatory rhythms, memory, and 
network coordination in hAPP mice, potentially reflect-
ing mechanisms in AD pathogenesis. Another emerging 
strategy involves cell therapy utilizing grafts derived from 
ganglionic eminence, the embryonic origin of GABAergic 
neurons. Tong and colleagues transplanted progenitors of 
GABAergic neurons into the hilus of the DG, where they 
successfully matured and integrated into INs, including SST, 
NPY, and PV subpopulations [233]. Seventy days post-graft-
ing into 17-month-old apoE4-KI mice and 12-month-old 
apoE4-KI/hAPPFAD mice, spatial navigation and memory 
impairments were significantly alleviated. These findings 
underscore the critical role of inhibitory interneuron impair-
ments in age-related cognitive impairment detected in mouse 
models of AD.

Moreover, GABA signaling appears crucial for the Aβ 
uptake by microglia. Artificial induction of gamma oscilla-
tions within the hippocampus led to a notable decrease in 
Aβ peptide levels [234]. This reduction in amyloid levels 
likely occurred through diminished amyloidogenesis and 
enhanced amyloid endocytosis by microglia. The treatment 
also upregulated microglial genes associated with morpho-
logical alterations, as confirmed by histological analysis 
demonstrating increased co-localization of microglia with 
Aβ and enhanced Aβ peptide uptake by microglia. Impor-
tantly, these effects were contingent on GABAergic neu-
rotransmission, as pretreatment of 5 × FAD mice with a 
GABA-A antagonist, picrotoxin, completely abolished the 
advantageous impact of neuronal gamma rhythms. Further-
more, induction of gamma oscillations via visual stimula-
tion reduced pTau levels, thereby preserving neuronal and 
synaptic density and ultimately ameliorating cognition in the 
AD model Tau P301S [235].

To investigate the distinct roles of three subtypes of 
CA1 hippocampal INs in the AppNL-F/NL-F knock-in 
mouse model of AD, a model characterized by amyloid-
beta (Aβ) deposition and increased neuroinflammation, Shi 
and colleagues observed that CCK-INs and SST-INs were 
hyperactive. At the same time, CR-INs remained resilient 
in the early stages, before the hallmark features of AD were 
fully established. However, the resilience of CR-INs was 
tested when purinoceptors, which were upregulated and 
strongly expressed in CR cells and astrocytes at later stages 
of AD, were blocked. Purinoreceptors, which are activated 
by purines such as ATP and adenosine, play a key role in 

neuroinflammation and neuronal signaling. Therefore, their 
upregulation may contribute to the exacerbation of neuro-
inflammatory responses, as indicated by studies on their 
involvement in neurodegenerative diseases [236].

While there are some debates in the scientific commu-
nity, a substantial body of evidence supports the view that 
GABAergic remodeling is a prominent feature of neuro-
degenerative diseases, particularly AD. This remodeling 
emerges as a pivotal factor influencing both the initial and 
advanced stages of AD progression, rather than merely a 
secondary response to pathology. The findings presented 
in this context underscore the critical role of GABAergic 
mechanisms as a regulatory factor. Therapeutic interventions 
targeting GABAergic pathways hold promise for restoring 
the excitatory/inhibitory steadiness in the brain of individu-
als with AD, thereby mitigating the neurotoxic effects of 
Aβ and p-Tau. Understanding the changes occurring in the 
GABAergic system associated with AD is crucial to harness-
ing the potential of GABA-targeted therapies for slowing 
or halting disease progression and preserving or restoring 
cognitive function in affected individuals.

Traumatic Brain Injury

Traumatic brain injury (TBI) is a severe neurological con-
dition that occurs when an external mechanical force, such 
as a bump, blow, or jolt to the head, damages the brain. 
This disorder leads to a wide range of health issues, includ-
ing physical, cognitive, emotional, social, and psychiatric 
problems [237, 238] (Fig. 4A). One of the most concern-
ing consequences of TBI is its role as a common cause of 
medically intractable epilepsy in humans and may facilitate 
the development of AD [239–241] and commonly patients 
with mild TBI frequently experience cognitive impairments, 
particularly in memory and learning (Fig. 4A). Following 
TBI, the brain undergoes substantial reorganization, charac-
terized by progressive neuron loss, synaptic circuit remod-
eling, particularly affecting inhibitory neurotransmission and 
excitatory-inhibitory balance, contributing to the observed 
cognitive deficits and changes in the cellular environment 
[242]. These changes are part of two distinct phases: the 
primary injury and a secondary phase characterized by 
ongoing damage and neuron loss in the days following the 
injury [243]. The secondary injury is driven by inflamma-
tory, excitotoxic, and oxidative stresses, partly due to exces-
sive calcium influx through ionotropic glutamate receptors. 
This phase can extend considerably, with initial hippocampal 
pyramidal cell loss in CA1 and CA3 regions within a week 
of TBI, and continued cell death in CA1 up to six months 
post-injury [244].

Animal models of TBI reveal that inhibitory circuits are 
also compromised. The model consists of using a controlled 
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cortical impact (CCI) controlled by a pneumatical or electro-
magnetic piston to induce reproducible and well-controlled 
injury, usually in the cortex [245, 246] (Fig. 4B). This cor-
tical injury leads to increased excitatory neurotransmission 
and decreased spontaneous inhibitory neurotransmission in 
the cortex, linked to a selective loss of PV-INs and SST-INs 
[245, 246]. Interestingly, TBI to the neocortex results in the 
loss of CCK and PV-INs in the DG, specifically in the hilus, 
but not in the granular layer, and a decrease in AMPA-type 
glutamate receptor subunit 2/3 mossy cells. Then, reduced 
inhibitory input is observed in granule cells, even though 
excitatory input to hilar INs increases, suggesting a com-
pensatory mechanism in inhibitory circuits following injury 
[247] (Fig. 4C, left). In CA1 there is no evident alteration 
in interneuron numbers [247, 248], but some changes are 

observed such as deficits in LTP of synaptic transmission, 
related to reduced activation of NMDA receptors, but not 
AMPA receptors; decreased frequency and amplitude of the 
spontaneous and miniature inhibitory postsynaptic current 
(IPSCs) mediated by GABAA-receptors; and reduced sur-
face expression of α1, ß2/3, and γ2 subunits of the GABAA 
receptor, contributing to changes in miniature IPSC. These 
results suggest that TBI significantly diminishes GABAergic 
inhibitory transmission and NMDA receptor-mediated cur-
rents in the CA1, leading to altered hippocampal excitability 
and subsequent cognitive impairments [248] (Fig. 4C, right).

Cognitive deficits observed in TBI include spatial navi-
gation during object location tasks. This test comprises two 
parts: 1) familiarization with two identical objects placed 
in an arena, and 2) training when one object is displaced 

Fig. 4  The role of inhibitory interneurons in traumatic brain injury 
(TBI). A) Representative scheme showing the main causes and out-
comes of TBI. B) Representation of the main mouse model of TBI, 
the controlled cortical impact, where a pneumatic device delivers a 
precise impact to the exposed cortex. C) Interneuron loss and impair-

ments in hippocampus post-TBI injury, especially in CA1 area and 
DG, leading to a hyperexcitable network. D) Spatial memory impair-
ments and altered place cell stability, resulting from the loss of PV-
INs in CA1 region after TBI
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[249]. TBI impairs object location recognition memory in 
animals and leads to a broad place field that was not stable 
across training and testing sessions, indicating that place 
cells poorly codify spatial information [250]. Although 
previous studies have observed no alterations in the CA1 
interneuron population [247, 248], Broussard et al. reported 
delayed maturation of PV-INs, both in the hippocampus and 
in the medial prefrontal cortex, with a decreased numbers 
of PV-INs in the CA1 subfield, which is correlated to poor 
performance of TBI animals in the object location task and 
altered place field [250] (Fig. 4D).

Cerebral Hypoxia–Ischemia

Perinatal oxygen deprivation is one of the most common 
causes of morbidity and death in newborns [6, 126, 251, 
252] (Fig. 5A). The sequels include cerebral palsy, motor 
and cognitive deficits, and epilepsy [253] (Fig. 5A). It can 
occur at any stage of life to varying degrees; total depriva-
tion is termed anoxia, while partial deprivation is referred 
to as hypoxia. Also, depending on the time that the event 
occurs, it may affect different stages of neurodevelopment, 
when different processes are happening, such as neurogen-
esis, migration, myelinization, synaptic formation or syn-
aptic pruning (Fig. 5B). The lack of oxygen in cells trig-
gers various biochemical cascades, which can lead to cell 
death through different biological processes, such as calcium 
influx, excitotoxicity, neuroinflammation, and the release 
of free radicals (Fig. 5B) Several studies have shown that 
oxygen deprivation is not a single acute event resulting in 
cell death only in a specific timeframe, but an event involv-
ing various processes, such as cytokine release, decreased 
release of trophic factors, and increased inflammation that 
may persist for days or even weeks after the insult.

Since the key stages of neurodevelopment in fetal stages 
of brain formation are remarkably conserved between mam-
malian species [254–256], studies have used rodents to neo-
natal anoxia or hypoxia models [99, 257, 258]. These studies 
have shown that oxygen deprivation leads to cell death in the 
hippocampal region and delays the maturation of INs [99, 
257–259]. Additionally, it was also observed in the neona-
tal anoxia model that animals exhibited a delay in learning 
spatial memory tasks. In contrast, in tests of fear condition-
ing to context, it was observed that animals subjected to 
anoxia had a deficit in the extinction of aversive memory 
[257, 260–263]. This effect of perinatal oxygen deprivation 
on the INs was also observed by Komitova et al. A possible 
explanation for the increase in PV neurons is the integration 
of these INs after oxygen deprivation. Typically, neurons 
that do not integrate into the neuronal network end up dying 
due to lack of stimulation and maintenance. Interestingly, 
a study using an animal model of schizophrenia showed 

an increase in PV cells in the hippocampus and deficits in 
spatial memory tests. Furthermore, it was observed that the 
memory deficit was likely due to a generalization of place 
cell activity, reducing the precision of spatial information 
in the hippocampus despite the increased PV cells [264].

Although oxygen deprivation causes cell death, an exac-
erbation of neuronal activity can alter neuron connectivity. 
For this reason, oxygen deprivation is one of the factors that 
can lead to the development of epileptic seizures [265, 266]. 
A study conducted by Duan and collaborators showed that 
reducing GABA release and synaptic inputs on pyramidal 
cells leads to increased network synchrony. This aberrant 
activity blocks the natural apoptosis of INs, causing an 
increase in the survival of PV and SST-INs [267].

Another study also aimed to evaluate two populations of 
INs, which express NPY and SST, during human hippocam-
pal development following hypoxic-ischemic encephalopa-
thy (HIE) conditions, which lead to a decrease in oxygen 
and/or blood supply to the brain. This evaluation was con-
ducted on human tissues from individuals who underwent 
HI. The results showed a decrease in the density of both 
interneuron populations throughout the hippocampus and 
DG—one of the most sensitive regions to HI insult—which 
may result from decreased expression of these peptides or 
cell death. On the other hand, in a more comparative analy-
sis, the density of neurons expressing SST was higher than 
that of interneuron cell bodies expressing NPY in all hip-
pocampal regions—especially in CA1—except for CA2, 
which showed the opposite. In summary, these findings 
suggest that the evaluated neuronal populations, particularly 
SST-INs, show lower density in the DG and other hippocam-
pal layers, a neuronal loss that may be related to the excita-
tory/inhibitory imbalance in hippocampal circuitry [268].

Studies using animal models of hypoxic-ischemic 
encephalopathy (HIE) have shown that it causes lasting 
impairments in hippocampal circuitry. In P10 HI-injured 
mice treated with normothermia or therapeutic hypo-
thermia (TH), persistent deficits in PV-INs and working 
memory were observed at P40. These deficits were linked 
to an excitatory-inhibitory (E/I) imbalance, disrupted long-
term depression (LTD), heightened long-term potentiation 
(LTP), and altered synaptic protein ratios. While neonatal 
HIE increased hippocampal neuroregulin-1 (Nrg1) levels 
early, ErbB4 activation was reduced both shortly after injury 
and at later stages, suggesting impaired PV-IN survival and 
maintenance. ErbB4 is crucial for the development and 
maintenance of PV-IN and is dysregulated in this condi-
tion (PMID: 36613949). Unlike pyramidal cell death, which 
occurs acutely after HIE, IN injury is delayed and inde-
pendent of injury severity. Another study on P10 HIE mice 
found reduced synaptic protein levels (VGlut1, GAD65/67, 
PSD95) and PV-IN numbers by P18. Compared to control 
mice, HIE mice exhibited impaired PV-IN development, 
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Fig. 5  Perinatal asphyxia. A) Representative scheme showing the 
physiopathology and the main sequels of oxygen deprivation dur-
ing birth. B) Representative timeline of mouse neurodevelopment in 
lilac, and stages and events associated with neonatal oxygen depri-
vation during birth in orange. E corresponds to the abbreviation of 
“embryonic” and P to “postnatal.” C) Top: illustration of a neonatal 
oxygen deprivation mouse model and its impact on the hippocampus. 

Bottom: graph showing changes in the number of interneurons (INs) 
across different developmental stages. Under normoxic conditions, 
IN numbers remain stable from childhood to adulthood and are con-
sistently higher than in hypoxic conditions until adolescence. During 
adolescence, the number of parvalbumin-positive interneurons (PV-
INs) increases, surpassing normoxic levels in adulthood
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somatodendritic attrition, and decreased calbindin-1 (CB1) 
protein and mRNA [269].

HIE also impairs key processes in the hippocampal 
postnatal critical period of synaptic plasticity, such as 
BDNF-TrkB signaling, interneuron maturation, and the 
development of perineuronal nets and myelination. These 
disruptions result in significant deficits in hippocampal net-
work development and working memory [270]. There is a 
common understanding among studies that the limited effi-
cacy of TH in protecting PV-INs or hippocampal function 
suggests that TH does not address the mechanisms driving 
these deficits [269, 271].

Concluding Remarks

The understanding of hippocampal function has long been 
centered on excitatory pyramidal neurons, while interneu-
rons (INs) were primarily considered as modulators of net-
work inhibition. However, recent findings challenge this per-
spective, revealing that inhibitory circuits play an integral 
role in shaping spatial representations, stabilizing memory 
traces, and orchestrating neural oscillations essential for cog-
nition. This review synthesizes emerging evidence demon-
strating that different IN subtypes—rather than being passive 
regulators—actively contribute to spatial coding by exerting 
precise control over pyramidal cell activity and encoding 
location-specific information.

By consolidating findings from recent experimental and 
computational studies, we highlight the growing recognition 
that INs participate directly in the formation, maintenance, 
and refinement of spatial maps. Their ability to synchro-
nize neural ensembles via theta-gamma coupling, regulate 
the stability of place cells, and influence sharp wave ripple 
dynamics underscores their fundamental contribution to hip-
pocampal computations. Moreover, we bring attention to 
the underexplored role of interneuron dysfunction in neu-
rological disorders, showing how disruptions in inhibitory 
circuits are linked to spatial memory deficits in epilepsy, 
Alzheimer’s disease, traumatic brain injury, and cerebral 
hypoxia–ischemia.

A particularly novel aspect of this review is its shift away 
from traditional, pyramidal-centric models of hippocampal 
function. Instead, we propose a more integrated framework 
that recognizes interneurons as key elements in spatial repre-
sentation and cognitive processes. This shift has significant 
implications for both fundamental neuroscience and clinical 
research. Understanding how interneurons encode spatial 
information and how their dysfunction contributes to cog-
nitive deficits opens new avenues for therapeutic interven-
tion. Future research should focus on selectively targeting 
IN subpopulations using approaches such as optogenetics, 

interneuron transplantation, and pharmacological modula-
tion to restore balance in the hippocampal network.

By reframing the role of hippocampal interneurons in 
spatial coding and cognitive function, this review provides 
a new conceptual foundation for studying inhibitory net-
works in both health and disease. Moving forward, a deeper 
mechanistic understanding of how specific IN subtypes 
contribute to spatial representation—and how their activity 
can be harnessed for therapeutic purposes—will be crucial 
for developing innovative treatments for neurodegenerative 
diseases and cognitive disorders.
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